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Note from the editors

Welcome to the second issue of the Biopharmaceutical (BIOP) Report 
for 2019! This issue’s featured article by Haoda Fu and Vipin Gopal 
from Advance Analytics and Data Sciences at Eli Lilly and Company 
presents a succinct and insightful view on data driven personalized 
solutions.  

A question from Kun Chen (Gilead) whether To Be or Not To Be a 
member of the ASA Biopharmaceutical Section has been answered by 
several ASA BIOP members including graduate students and seasoned 
industry statisticians. 

A note by Mathew Rotelli (Eli Lilly and Company) introduces an 
important topic of Bioethics. Michael O’Kelly (IQVIA) and Russell 
Reeve (IQVIA) tell us a tale of statistical consulting in Pharma, as seen 
from different sides of Atlantic. 

In anticipation of the upcoming 40th anniversary of the ASA Biophar-
maceutical Section (in 2020) we continue a series of vignettes from 
some of the key contributers to the section who reflect on the past 
and offer insights for the future. This issue contains vignettes by Sue‐
Jane Wang (FDA) and José Pinheiro (Janssen Pharmaceuticals). 

This issue presents updates on Biopharmaceutical Section Working 
Groups: Safety (Judy Li, Amit Bhattacharyya and Bill Wang) and 
Real World Evidence (Weili He and Martin Ho).

We also provide brief information on the recent 6th Nonclinical 
Biostatistics Conference and on the upcoming ASA Biopharmaceutical 
Section Regulatory-Industry Workshop.

We hope you enjoy reading this issue and welcome feedback, sugges-
tions for improvement and topics of interest that you would like to see 
in the future issues. 
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Introduction
The idea of improving patient’s outcome through data 
and analytics has been thousands of years old, and it 
remains a key topic in today’s healthcare system. The 
recorded history of evidence-based healthcare decision 
goes back to the biblical descriptions in the “Book of 
Daniel” in The Bible in 500 BC. King Nebuchadnezzar, 
a resourceful military leader, during his rule in Babylon, 
ordered his people to eat only meat and drink only wine, 
a diet he believed would keep them in sound physical 
condition. But several young men of royal blood, who 
preferred to eat vegetables, objected. The king allowed 
these rebels to follow a diet of legumes and water for 
10 days. When Nebuchadnezzar’s experiment ended, 
the vegetarians appeared better nourished than the 
meat-eaters, so the king permitted the legume lovers 
to continue their diet. This probably was the one of the 
first times in evolution of human species that an open 
uncontrolled human experiment guided a decision about 
public health [1]. In the 18th century, James Lind is 
considered the first physician to have conducted a con-
trolled clinical trial of the modern era. Dr Lind (1716-
94), whilst working as a surgeon on a ship, was appalled 
by the high mortality of scurvy amongst the sailors. He 
planned a comparative trial of the promising treatments 
for scurvy. His trial covers the essential elements of a 
controlled trial and concluded that oranges and lem-
ons can be used to treat the symptoms [2]. The idea 
of randomization was introduced in 1923, and the first 
randomized control clinical trial was conducted by Sir 
Austin Bradford Hill in 1946 which demonstrated that 
the efficacy of streptomycin for treating tuberculosis 
[3]. The greatest influence of this trial lays in its meth-
ods which have affected virtually every area of clinical 
medicine, and, since then, randomized control trials 
soon became a gold standard for medical research [4]. 
However, studies on patient’s heterogenous response 
to a treatment has been largely missed, although its 
importance has been noticed in very early stage. The 

need of evidence based personalized medicine has been 
appeared in an early critique of statistical methods in 
medicine published in 1835 [5]. However, it was not 
until recently, with the advancement of technology to 
collect more granular level individual patient informa-
tion, including DNA sequencing, both clinicians and 
statisticians had realized a great need to develop statis-
tical methods to advance the concept of a personalized 
solution [6]. 

In this paper, we provide a review of the past and 
present state of personalized solutions in healthcare, 
along with a discussion of the challenges for future 
development.

Subgroup analysis, subgroup identification, 
and modern personalized medicine
Subgroup analysis, subgroup identification, and personal-
ized medicine are closely related, and they can be consid-
ered as three generations of methods for personalization, 
although their objectives could be somewhat different. 

Subgroup analysis is often referred to as evalua-
tion of treatment effects on a predefined subgroup of 
patients based on their baseline covariate values. These 
subgroups are often prespecified, and such analyses are 
often specified in the protocol for secondary or explor-
atory objectives. The purposes for such analysis vary. 
The sponsor may use subgroup analysis as a salvage 
strategy for a phase III trial in case it may not meet 
the primary objective for all enrolled patients. It can 
be used to pursue an additional treatment indication 
for a special patient population within a large study. It 
can also be used to evaluate scientific hypotheses for 
further studies. Thus, subgroup analysis is utilized for 
both confirmatory and exploratory purposes. One of 
the fundamental issues for subgroup analysis comes 
from multiplicity, which impacts both hypothesis test-
ing and treatment effect estimation. The study often 
involves various objectives including multiple potential 

IMPROVING PATIENT OUTCOMES 
THROUGH DATA DRIVEN 
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subgroup analysis. Therefore, to confirm the finding, 
the p-value has to be adjusted. One commonly used 
strategy is to adopt a graphical testing method [7]. In 
addition, the U.S. Food and Drug Administration and 
European Medicines Agency have released guidance 
documents that discuss regulatory and clinical and sta-
tistical approaches to subgroup analysis [8,9]. Different 
subgroups can be overlapping, so their test statistics’ 
correlation can be quantified under a null hypothesis. 
Therefore, further efficiency could be achieved by 
incorporating their correlation structures. Multiplicity 
also results in a selection bias in estimating the treat-
ment effect. In exploratory subgroup analysis, we often 
choose the most significant subgroup for further evalu-
ation. An immediate question is what are the treatment 
effects. Naively using the observed treatment effects 
from this selected subgroup will overestimate the treat-
ment effect. A debiased estimation is needed for which 
empirical Bayesian methods could be used [10]. 

Explicitly specifying the subgroups before conduct-
ing analysis is often challenging. The concept of iden-
tifying subgroups from data is attractive. Retrospective 
data driven subgroup identification has gained signifi-
cant popularity for the past decade, and various methods 
have been proposed to search subgroups for hypothesis 
generation. To highlight a few, Su et al. [11] proposed 
the interaction trees method which extend classification 
and regression trees (CART) by incorporating a treat-
ment by split interaction. Lipkovich et al. [12] devel-
oped algorithms extending bump hunting methods to 
search for differential treatment effects. Loh et al. [13] 
extended their previous work to search for subgroups 
while adjusting for covariate selection bias when we 
have both categorical and continuous covariates. Lip-
kovich et al. [14] provides a comprehensive review of 
this topic. The notorious challenge of multiplicity still 
exists and may even become more severe. The total 
search space is often less understood analytically, which 
poses additional challenges for adjusting p-values. 
Some ad-hoc approaches are often adopted, such as 
splitting data into training and testing datasets (or out of 
bag samples) to evaluate the estimated subgroups. 

Besides multiplicity, there are other fundamental chal-
lenges for subgroup identification. First, a unique defi-
nition of subgroups does not exist. For example, some 
methods are intended to maximize the treatment by  
covariate interaction, and others search for differential 

treatment effects. Second, many of the existing methods 
are tree-based approaches, and their optimization is done 
layer by layer. The final solution may not be the global 
optimal solution, and their theoretical properties are diffi-
cult to evaluate. Third, these methods only focus on treat-
ment benefit. As a consequence, those methods often face 
a dilemma of whether to select a small subgroup with 
significant treatment benefit versus a larger subgroup 
having moderate treatment advantage. Furthermore, the 
geometric shapes of subgroups are often not clearly 
defined. Some methods only search for a single rectangle 
shape subgroup, and some methods allow multiple half 
open spaces. 

The ultimate purpose of subgroup identification is to 
maximize patient benefit because we believe that patients 
in such subgroups can achieve better outcomes when tak-
ing treatment. By viewing subgroup identification as an 
outcome optimization, we form a new framework under 
the individualized treatment recommendation (ITR). ITR 
is a modern method for personalized medicine and has 
gained tremendous popularity recently. These methods 
search treatment assignment rules in a defined functional 
space (e.g. linear models or tree models) to maximize 
patient benefit [15]. The method and framework also 
have significant benefit over the traditional methods in 
that they can handle both randomized control trials as 
well as observational studies by adjusting for confound-
ers through inverse probability weighting scheme or 
doubly robust methods. 

Following the work by [15, 16, 17], Fu Zhou and 
Faries [18] connected subgroup identification problems 
in pharmaceutical setting with personalized solution 
methods in academic studies. They reinterpreted the acro-
nym ITR from traditional Individualized Treatment Rule 
to Individualized Treatment Recommendation to broaden 
its use and increase acceptance among clinicians. Their 
paper also proved that for all subgroup identification 
related methods, it is important to remove the intercept 
and covariate effects to increase numerical performance, 
which is similar to having a centralized covariate matrix 
before fitting a linear model. Their method uses a com-
prehensive search scheme to maximize a single objec-
tive function within a 3-layer tree structure. The authors 
argued that this setting satisfied majority of the clinical 
need. An R and C++ implementation of this method can 
be found at (https://github.com/fuhaoda/ITR). 
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Zhao et al. [16] makes a connection that optimizing 
the patient outcome can be formulated as a weighted 
classification problem. This insightful connection links 
the field of machine learning with personalized medi-
cine and opens up many possibilities. For example, [16] 
modified support vector machine for ITR, and [19,20] 
generalized the idea into multicategory treatments with 
geometric interpretation. Zhang et al. [19] is also the 
first paper to prove a method with Fisher consistency 
in selecting an optimal treatment among multicategory 
choices. Liang et al. [21] modifies deep learning meth-
ods by a weighted softmax loss function, so that we can 
leverage the deep learning framework for more com-
plicated personalized medicine problems when data set 
are large. Doubleday et al. [22] extends random forest 
methods for personalized solutions and proposed corre-
sponding variable importance in the ITR setting. 

In practice, the users of personalized solutions may 
not only care about maximizing treatment efficacy but 
also about drug safety. Therefore, in many situations, 
we have to consider both. However, the treatment rec-
ommendation is a ranking problem which can only be 
done in the one-dimensional case (directly). In general, 
we have 3 ways to handle multiple responses. The first 
approach is the clinical utility index approach so that 
we can maximize a weighted outcome. The second 
approach is a constraint optimization approach while 
we can control safety while maximizing patient benefit 
[23]. The third approach is to estimate an efficacy-safety 
trade off through data. In the next sections we will dis-
cuss further opportunities and challenges of personal-
ized solutions. 

Future research in personalized medicine
The ITR reframes the traditional subgroup identification 
problems and opens new opportunities for personalized 
medicine. It connects with machine learning through a 
weighted classification problem. This approach has also 
been studied independently in computer science where 
it was referred to as the contextual based bandit problem 
[24]. The solution belongs to single step off policy rein-
forcement learning [25]. It is worth noting that the rein-
forcement learning algorithms are key algorithms in the 
field of artificial intelligence. Google DeepMind used 
reinforcement learning algorithm to develop Alpha Go 
and Alpha Zero to beat the best human Go game player 
in 2016. However, application of these algorithms in the 

medical domain is not straightforward, as there are many 
challenging issues to address. One question is how we 
can continue to improve the recommendation engine. 
Once the ITR algorithm is obtained from a training data-
set, it will be a deterministic function conditional on a 
patient’s covariate information. To continue to improve 
the algorithms, some randomness for treatment explora-
tion has to be introduced. The epsilon-greedy algorithm, 
Thompson sampling, and upper confidence bounds are 
three popular choices. However, in medicine, it would 
not be ethical to allow patients to try solutions which 
are known to be risky. Therefore, research on how to 
balance and quantify individual risk, and then building 
it into the exploration phase are needed. 

The reinforcement learning framework greatly 
extends personalized medicine from a single decision 
point to multi-stage personalized interventions. For 
chronic disease, patients often have to switch or intensify 
their treatments. Dynamic treatment regimes [26] pro-
vide statistical interpretation of reinforcement learning. 
The Q -learning methods based on Bellman equations 
are popular approaches. Sequential multiple assignment 
randomized (SMART) and Micro-randomization trials 
provide a way to formally study and develop algorithms 
for a personalized solution [27]. Recently [28] extended 
the traditional dynamic treatment regime from a few 
stagewise decisions into an almost continuous horizon 
for mobile health. 

Besides adopting reinforcement learning approaches 
into personalized medicine areas, in medicine there 
are other unique challenges that needs to be address. 
For example, consider constraints on diagnostic costs. 
Suppose we only have $100 to diagnose a sub pheno-
type for better personalized intervention. We can either 
choose 10 low cost biomarkers or two expensive lab 
tests. Under such a constraint, how can we maximize 
our diagnostic accuracy? The cost can be generalized to 
convenient cost; in mobile health, it may be unrealistic 
to ask patients to wear 10+ sensors for personalized 
interventions. How can we select the most relevant 
devices based on different patient profile to achieve ade-
quate diagnostic accuracy?

With advancements in devices and technology, we are 
now able to collect more data to better quantify individual 
patients. This data provides a great opportunity to generate 
actionable insights to improve patient outcomes. From 
the first documented controlled trial in The Bible to the 
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gold standard randomized control trial is a journey, and 
this journey continues in the 21th century as personal-
ized medicine. It starts as subgroup analysis to artificial 
intelligence-based reinforcement learning ITR algo-
rithms. We are confident that this data-driven medical 
decision-making will continue a center topic in medical 
research, and it will continue to be an essential way to 
improve patient outcomes!
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Are you a member of the American Statistical Associa-
tion (ASA)? Would you like to learn more about applied 
statistics in developing drugs, biologics and devices 
from both industry and regulatory aspects? As the Chair 
of Membership Committee of the Biopharmaceutical 
(BIOP) Section, I would like to invite you to join us. Find 
out why you should join us from the following general 
description of BIOP section and the personal experience 
shared by both executive and junior members. 

The BIOP section overview
BIOP Section was initially a subsection of the Biomet-
rics Section starting in 1967, and became a full section 
in 1981. BIOP focuses on the application of statistics to 
the development and use of therapeutic drugs, biologics 
and devices in humans and animals. The BIOP Execu-
tive Committee consists of members that help drive 
many subcommittees and activities including Member-
ship, FDA-Industry Workshop, Student Paper Award, 
Contributed Paper and Poster Awards, Distance Learn-
ing, and Fellows Nominations, as well as supporting a 
variety of activities such as Scientific Research Working 
Groups, Web-based Training Series, Statistical Outreach 
Program, Student Paper Competition, Best Contributed 
Paper and Poster Competition, annual Joint Statistical 
Meeting (JSM) Mixer, Regulatory-Industry Statistics 
Workshop (RISW), biennial Non-Clinical Biostatistics 
Conference (NCB), bi-annual BIOP report, and a Mem-
bership Survey. 

BIOP section offers training including webinars, 
YouTube Channel videos, full- and half-day online 
courses, and short courses at JSM, RISW and NCB. The 
annual RISW helps people gain industry and regulatory 
perspectives on the challenges of development in drugs/
biologicals/devices and gain access to very afford-
able training. The Biopharmaceutical Report publishes 
articles on key biostatistical topics, general updates 
and summaries of Section meetings, and information 
on conferences sponsored by BIOP section.  Podcasts 
and YouTube videos highlight statistical leadership 
and specific statistical topics important to our industry. 
Scientific working groups conduct research on current 
challenges and advanced statistical methodologies. 

SOME PERSONAL EXPERIENCES

ERIK PULKSTENIS, Council of Sections Rep (2017-2019), 
VP Data and Statistical Sciences, Abbvie Inc

The Biopharmaceutical Section is the first place to 
go to network in the field. Through interactions with 
members and many leadership opportunities, the Sec-
tion is an amazing place to connect with new and old 
colleagues, and engage in industry/regulatory/academic 
conversations. The thing that I love about the Section is 
that it is a great way to stay aware of emerging trends in 
our discipline. The community is vibrant and engaged 
and if one wants to grow their network or mentor/be 
mentored, there is no better way to do so. 

WILL EAGAN, PhD Candidate in the Department of 
Statistics at Purdue University

I am developing novel methodology for antimicrobial 
susceptibility testing for my Ph.D. dissertation. After 
graduation I desire to work in the pharmaceutical indus-
try. I have received tremendous encouragement from 
the Biopharmaceutical Section. Seeking both funding 
to attend JSM and recognition, I applied for the 2018 
Biopharmaceutical Section Scholarship Award. To my 
delight I was named one of the three winners. The award 
money enabled my travel to the 2018 JSM in Vancou-
ver. There I attended the student leadership center to 
represent and to lead Purdue’s eventual co-winning 
team in the student leadership challenge, attend pre-
sentations relevant to my research, and talk with those 
experienced in my dissertation topic. When I attended 
the open business meeting for the Biopharmaceutical 
Section, I was blown away by the amount of career 
insights offered by the section members. Upon return-
ing home, I immediately joined the Biopharmaceutical 
section. I look forward to attending the section’s open 
business meeting at every future JSM.

YONGMING QU, BIOP Publication Officer-Elect (2019-
2021) Senior Research Advisor, Eli Lilly

I attended JSM in 2001 for the first time when I was still 
a graduate student from Iowa State University. I felt that 

WHY BIOPHARMACEUTICAL SECTION  
OF ASA? 
Kun Chen (Gilead)
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I was totally lost in the conference. In 2004, I attended 
JSM again at Toronto after I joined Eli Lilly. I found 
the topics relevant to my work were mostly from ses-
sions sponsored by Biopharmaceutical Section. When 
travelling back home, at the airport I met a statistician 
from another company who was a Biopharmaceutical 
Section member. Through the conservation, he had 
shared with me some insights and gave me mentoring 
advice that contributed tremendously to my productivity 
and benefited my career. Since then I became an active 
Biopharmaceutical Section member and volunteered for 
organizing the Poster Award, publishing the Biopharma-
ceutical Report, and recently as the Publication Officer. 
I really like the opportunities that Biopharmaceutical 
Section offers: a great network for statisticians in the 
pharmaceutical industry, JSM sessions organized Bio-
pharmaceutical Section, the high-quality webinars (free 
for members), the very popular Regulatory-Industry 
Statistics Workshop. Looking back, I wish I had joined 
the Biopharmaceutical Section earlier! 

THEVAA CHANDERENG, PhD Student University of 
Wisconsin

I feel honored to be part of BIOP member. My very first 
graduate school award was awarded by BIOP and I am 
extremely thankful to the section for that. The diversity 
in the section, which includes people from academia 
and industry, thus providing views from two different 
perspectives, have always motivated me to be part of 
BIOP. The working groups dealing with different chal-
lenges in drug development have also captured my 
interest. Besides that, BIOP also provides a great plat-
form to discuss and communicate various biopharma-
ceutical related problems.  Recently, the podcasts have 

grabbed my attention. The podcasts do not only discuss 
new interventions in the biopharmaceutical world but it 
also provides in-depth detail on the methodology and 
practical application. I would highly recommend stu-
dents and young researchers to join the BIOP not only to 
enhance their networking skills but also to “kick start” 
their career in the area of biopharmaceutics.

KUN CHEN, Chair of Membership Committee, Sr. Director, 
Biostatistics, Gilead Science Inc

I have been working as a statistician at pharmaceutical 
industry for almost 18 years and as an ASA and BIOP 
member for many years. As a BIOP member, I have 
advantages to communicate with my fellow statisticians 
regarding statistics questions and challenges, find solu-
tions with the help from other statisticians, share the 
information on upcoming webinars, online trainings, 
and conferences. With the BIOP membership, I get a 
registration discount for online trainings, RISW and 
other meetings.  RISW is my favorite statistics confer-
ence where I organized and chaired several sessions, 
networked with statisticians from both industry and 
regulatory colleagues, learned the implementation of the 
advanced methodologies in clinical development such 
as adaptive design, enrichment design, etc. 

If you are a member, thank you for joining us and 
further enjoy the full benefits of this membership. If 
you not a member yet, we would love to have you 
aboard so you could take advantage of the BIOP mem-
bership to explore future opportunities in your career. 
If you know someone who is not a member, encourage 
them to sign up. Membership is $7 for professionals 
and free for students.  n  
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BIOETHICS AND STATISTICS
Matthew D. Rotelli, Ph.D., Eli Lilly and Company

What is bioethics, and why is it relevant to statisticians? 
More importantly, why are statisticians important for 
bioethics? Let’s start with ethics. Ethics is the discipline 
dealing with moral duties and obligations, and, more 
generally, what is good or bad about different actions 
one might take. Ethics are influenced by culture, soci-
etal norms, and belief systems. It is natural to find vari-
ability in what is considered acceptable, admirable, or 
distasteful between individuals or between any group-
ings of individuals. Still, certain principles emerge 
that enable us to assess our behavior within our com-
munities. For example, the ASA has developed Ethical 
Guidelines for Statistical Practice (https://www.amstat.
org/ASA/About/Ethical-Guidelines-for-Statistical- 
Practice.aspx) which are required to be upheld for 
PStat® and GStat accreditation and are expected to be 
upheld by every member of ASA, any other practitioner 
of statistics, and their employers.

Bioethics is the consideration of ethical issues in 
biological research and applications, such as medicine. 
You can see where this would be particularly relevant for 
the pharmaceutical industry, where animal and human 
research studies must be conducted to discover, develop, 
and market medicines. Bioethics as a discipline is 
relatively new, emerging as a result of highly publicized 
cases of abuses and atrocities committed by researchers. 
Foundational papers include the Nuremberg Code (from 
the Nazi Doctors’ Trial), the Declaration of Helsinki 
(from the World Medical Association), and the Belmont 
Report (in response, in part, to the Tuskegee Syphilis 
Study). More recently, the Council for International 
Organizations of Medical Sciences (CIOMS) has updated 
their guidelines entitled “International ethical guidelines 
for health-related research involving humans.” Similarly, 
the United States Health and Human Services Depart-
ment Office of Human Research Protections updated the 
Common Rule governing all federally funded research. 
This is a reflection of the ever-evolving nature of the 
field of bioethics in response to advances in technology 
including genetic testing and digital health applications, 
for example, as well as increasing concerns related to 
privacy protections.

Some of the principles that emerge from these docu-
ments include respect for persons, beneficence, non-
maleficence, and justice. Respect for persons requires 
ensuring that research participants have the right to 
fully exercise their autonomy: ensuring that those who 
are capable can provide voluntary informed consent, 
and ensuring that protections are in place for those who 
are not capable. Beneficence requires that researchers 
seek to maximize benefits and minimize harms. Non-
maleficence requires that researchers inflict no harm. 
Justice requires that research procedures be carried 
out fairly and equitably and that there is a fair distri-
bution of costs and benefits to all potential research 
participants. Through the application of these prin-
ciples, bioethics plays a role in study design, choice of 
comparators, informed consent process and content, 
selection of countries and sites, requests for access 
to investigational treatments outside of clinical trials, 
animal care and use, handling of special populations 
(e.g. pediatrics), and timing and content of research 
publications, just to name a few common areas.

Based on these principles, Eli Lilly and Company 
developed and published “Eli Lilly and Company’s 
bioethics framework for human biomedical research.”1 
This framework contains 13 essential elements for ethi-
cal human biomedical research, some of which readily 
extend to animal research, re-use of data (secondary 
research), and handling and re-use of human biologi-
cal samples. I am privileged to lead the Lilly Bioethics 
Program, where our dedicated staff and advisors consult 
with teams to help them navigate decisions when chal-
lenging and often conflicting bioethical considerations 
arise. I am proud to work for a company that prioritizes 
bioethics and has developed positions on topics ranging 
from stem cell research to choice of control for clinical 
trials to scientific publication (https://www.lilly.com/
bioethics). This commitment helps the organization 
keep focus on patient well-being and protecting our 
research participants.

Two fundamental elements of a bioethics framework 
for research are scientific validity and social value. If 
a research study or project is not scientifically valid, 
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it cannot be justified ethically, and the other elements 
become irrelevant. Likewise, research must have social 
value – the results will contribute to generalizable 
knowledge and any products developed will directly or 
indirectly benefit public health and well-being.

Statisticians have deep expertise in assessing the sci-
entific validity and generalizability of research. They are 
capable of incorporating design and analytic approaches 
that maximize these elements. They are trained in 
determining that a study may fall short and therefore 
should not be conducted. They are knowledgeable in 
summarizing key aspects of design, methodology, and 
limitations so that others can assess the strength and 
applicability of the research results. Thus, statisticians 
are essential to the conduct of ethical research.

So, I hope I have sparked your interest in bioethics. 
Statisticians are critically important for the effective 
incorporation of these principles into research, from 
design to publication. All scientists, including statisti-
cians, are responsible to ensure that the research they 
conduct is ethical. Whenever something doesn’t feel 
right, speak up! The resulting conversations will either 
clarify the ethical rationale for the current research 
proposal or change the direction of the research. Either 
way, the research team will have more confidence in the 
justification for their work. Better research will lead to 
increased public trust in the research results. This trust 
will result in both increased participation in research as 
well as better adherence and outcomes for patients. That 
is ultimately why we do the work we do. n

1. Luann E. Van Campen, Donald G. Therasse, Mitchell Klopfenstein & Robert J. Levine (2015) Eli Lilly and 
Company’s bioethics framework for human biomedical research, Current Medical Research and Opinion, 31:11, 
2081-2093, DOI: 10.1185/03007995.2015.1087987
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Michael O’Kelly, (Ireland) 

For me, statistical consulting has consisted of a) solving 
statistical problems for company colleagues; b) solving 
statistical problems for our clients; and c) research into 
statistical methodologies that could improve what we 
do in the drug development industry (often inspired 
by a) and b)).  Items a) and b) include the training in 
statistical methodologies that I provide for company 
colleagues, including non-statisticians, and for com-
pany clients.

“Solving statistical problems” covers a multitude: 
much of the most useful problem-solving starts with a 
small but urgent query from a colleague. Often, in these 
cases, I can find a solution that was already published 
by somebody else. Sometimes, I will know the solution 
because the problem has come up before; sometimes, 
I will find it one of the treasured books in the library 
cupboard down the hall; and often Google will help. 
An example came in the other day: “In estimating the 
subgroup efficacy score for a treatment group, what 
values should I give the baseline prognostic variables?”. 
On that occasion, examples of approaches to take came 
from some code shared long ago by Professor James 
Roger, and from a paragraph by ex-colleague Dr Sonia 
Davis in a book on which we had collaborated. 

On rare lucky days I may even think of a new idea to 
solve the problem, or maybe put two old ideas together. 
A recent example of this was a request to find a measure 
of representativeness when sampling for a survey of drug 
use. Working with my colleagues doing the surveys, it 
seemed that one could use a proposed sample as starting 
values and provide an effective set of improvements to 
the representativeness of the sample using the ordinary 
stratified chi-square statistic to assess the similarity of 
the distribution of the proportions in the sample vs. the 
in the target population – not very advanced statistics, 
but a nice use of the old Cochran-Mantel-Haenszel test. 
(After I drafted this I found a whole stream of research 

in this area that was new to me, and which went back to 
the beginning of the last century.) 

Sometimes, a colleague or client simply does not like 
the idea or solution I present; this is a fine and delightful 
challenge for the consultant. If the colleague or client 
and I can come to an agreement despite this mismatch 
of ideas then the challenge becomes a reward; but some-
times a challenge remains a challenge, and that’s a chal-
lenge! I won’t provide examples of these challenges, 
but it is important for us statisticians as professionals to 
understand that challenges that remain challenges (often 
known outside the business world as “failures”) are 
one’s own responsibility. It’s not pleasant: one can learn 
from failures, as the cliché goes, but only because they 
are indeed failures. They are part of the picture, part of 
science, part of our lives as consultants.

On the other side of the coin, a solution to a problem 
will often evolve as I and other statisticians talk; that is 
probably the best reward a statistical consultant gets. A 
recent example of this was a half-idea I had for nonpara-
metric imputation of times to event, which evolved into 
an elegant solution after discussion with the editor of 
this journal, Ilya Lipkovich (see our eventual publica-
tion with Bohdana Ratitch in Pharmaceutical Statistics, 
Lipkovich et al., 2016). 

A final challenge for the technical statistical consult-
ing function in a company is the challenge of account-
ing financially for the value of the function. The kind 
of statistical consulting I have been describing often by 
its nature consists of short bursts of work; and it can 
stretch the accounting bureaucracy to ensure that the 
monetary value of the work, and therefore the value of 
the consulting function, is recognized in money terms.

In summary, the three biggest challenges for sta-
tistical consulting in my experience are 1) document-
ing one’s contributions in a form that can be used to 
justify the consulting in money terms; 2) reconciling 
or modifying the possible statistical solutions so as to 

THE CHALLENGES AND REWARDS OF 
STATISTICAL CONSULTING IN PHARMA: 
TWO VIEWS ACROSS ATLANTIC FROM 
THE SAME COMPANY
Michael O’Kelly, Ph.D., IQVIA and Russell Reeve, Ph.D., IQVIA
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satisfy actual requirements of the project and the human  
preferences of the people with the problem; and the 
most pleasant challenge, 3), is actually using one’s 
statistical brain to find the solutions. The three best 
rewards are 1) Self: “Wow, I’ve just thought of a great 
idea to solve the problem”; 2) Colleague: “OK, but have 
you thought of trying this?”; 3) Client: “Thanks, that’s 
perfect!”.

Russell Reeve, (USA)

It is interesting to reflect on what we do, versus what 
other people think we do. Right after I graduated with 
my PhD, a good friend asked why it would be inter-
esting to work long hours on a computer tabulating 
numbers. Of course, that is not what statisticians do, in 
fact they generally work with other people rather than 
with computers. Indeed, as a consultant I find myself in 
meetings or  working with other people one-on-one a 
majority of every day. And this is where it gets interest-
ing, as I have found the most rewarding aspect of the 
job is solving difficult, important problems with people 
of different skillsets and knowledge. 

Let’s take an example from the 1990’s. Mycophe-
nolate mofetil (MMF) is a compound that was being 
developed to reduce rejection episodes in renal trans-
plant patients. At the time, rejection episodes were a 
significant risk, and the therapeutic agents reduced 
rejection episodes in only a fraction of the patients, 
and hence a new therapeutic agent would be useful. 
But the chief challenge was that if a rejection episode 
occurred in a patient, then the circulating concentration 
of the MMF would be high. This was because MMF 
was cleared through the kidney. If one experienced a 
rejection episode, then the kidney would not perform 
properly and hence the drug was not excreted. When 
comparing patients with rejection episodes to those 
without, the MMF concentration would be higher, 
which could lead to the conclusion that higher con-
centrations of MMF yielded worse efficacy outcomes. 
Hence, a new approach was needed to investigate the 
effects of concentration on efficacy outcomes, from a 
causative instead of correlative perspective. The idea? 
Utilize a new study concept that Laszlo Endrenyi had 
developed (Controlled Clin Trials 1991;12:780-94), 
where the patients are randomized to drug concentra-
tions instead of doses, and the doses are adjusted to 
get to the appropriate concentrations. Mike Hale, my 
supervisor at the time, and I developed the trial design 

by (1) working with the medical team to ensure that the 
concept would work medically, (2) obtained approval 
from regulatory to discuss with the FDA regulators, 
(3) developed the exposure-efficacy models with the 
pharmacokinetics group, (4) developed a trial simula-
tion, and (5) estimated the number of tablets of various 
sizes that needed to be manufactured of each size. The 
simulations crashed the corporate computer system, 
which meant we had to work methods of reducing the 
computer load. We see from this some aspects of statis-
tical consulting in the pharmaceutical industry:

• Need to work with subject-matter experts as a 
team

• Develop habit of learning the subject-matter

• Be willing to speak up, and need to be willing to 
suggest solutions

• A project may require working with many differ-
ent colleagues

• The statistical aspects may be only a small part 
of the project, and we need to ensure that the 
statistical methods support the project

• Unanticipated challenges may appear, some hav-
ing nothing to do with the project itself

• Need to be flexible and solution-minded

Engaging in these behaviors has been rewarding. I 
have learned how to run an bioassay, watched manufac-
turing and packaging, and learned more medicine than 
I ever expected. 

I have long ago gave up on expecting my carefully 
laid plans for the day to work out. In consulting, the 
work is often urgent, spontaneously erupting through 
email, arriving in a M/G/1 queue, and often requires 
novel solutions. I have found this process of arriving 
work to be interesting and even useful at time. True, 
there are times when overtime is required to satisfy 
project deadlines, especially with multiple projects 
running in parallel. But it also means some downtime 
where I can develop new skills, write a paper, or study 
some new area of medicine that I will need. 

So what do I do? I do not analyze data very fre-
quently. Indeed, statistics is not about data analysis at 
all, but rather is about understanding processes with 
a stochastic component. What I do is analyze clinical 
trial processes, describe the distribution of possible out-
comes, and propose methods for answering questions. 
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And one of those questions that invariably come up  
during a trial design process is: “What is the sample 
size?” Most non-statisticians think of this as a pretty 
cut-and-dried question, but is in fact an ill-defined 
question. Sample size to achieve what? What is the 
objective of the study? What should the objective be? 
Is the currently proposed design well-equipped to sat-
isfy the objective, or should we modify it? We might 
be able to reduce the size of the trial if we introduce a 
non-responder washout period and then use a random-
ized withdrawal design in the second phase. Should 
we power at 80% or 90%, and do we really expect the 

treatment effect to be the point at which we power? 
Or maybe we should size the trial to maximize the net 
present value of the asset instead. Indeed, while many 
project managers are concerned with the cost of the 
trial, typically the time value of money affects the value 
much more significantly than does the direct cost.

All of these questions and more come up in consult-
ing. The real process is working with colleagues to 
solve real problems. It is working with other people that 
makes this such an interesting and fulfilling occupation. 
And finally, it is really satisfying to know that my work 
can have significant effects on the lives of others, most 
of whom I will never know. n
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A BRIEF OVERVIEW OF 
PHARMACOGENOMICS AND MEDICAL 
IMAGING PRECISION MEDICINE
Sue-Jane Wang, Ph.D.,* US Food and Drug Administration

therapeutics have been approved relying on molecular 
biomarkers, e.g., ivacaftor is indicated for the treatment 
of patients with cystic fibrosis (CF) who have a G551D 
mutation in the CFTR gene (ref: https://www.accessdata.
fda.gov/drugsatfda_docs/label/2017/203188s019lbl.
pdf). Genetic testing is required prior to initiating treat-
ment with ivacaftor if a patient’s CFTR genotype is not 
known. For a list of pharmacogenomic biomarkers seen 
in drug labeling, see https://www.fda.gov/drugs/science-
research-drugs/table-pharmacogenomic-biomarkers-
drug-labeling (accessed on 6/30/2019).

Statisticians’ contributions to the field of pharma-
cogenomics, molecular biomarker, IVD-therapeutics 
development have been active and can be summa-
rized in three aspects: (i) statistical methodologies 
including (novel) study designs, (ii) statistical analysis 
approaches to assessing efficacy, safety and benefit-risk 
evaluation, and (iii) the movement of pharmacogenom-
ics incorporating biomarkers for drug development has 
also motivated the transformation from one-size-fits-
all evaluation approach to precision medicine taking 
into account genomic variation among individuals and 
aiming at individualization of treatment. In principle, 
computing overall average treatment effect assumes 
that there is one and only one statistical distribution for 
all subjects studied. The treatment effect can be inferred 
for the studied patient population. This is often referred 
to as a one-size-fits-all approach. In contrast, the molec-
ular-target based pharmacogenomics drug development 
brings more design varieties for consideration, e.g., 
biomarker enrichment design, biomarker-based patient 
selection, biomarker-based treatment selection.

In recent years in drug development, some radiophar-
maceutical imaging drugs began to show their clini-
cal utility as patient selection mimicking a diagnostic 
biomarker. The recent approval of lutetium Lu-177 
dotatate is an example, which used an approved radio-
pharmaceutical imaging drug, indium In-111 pentet-
reotide kit, to screen patients via scintigraphy imaging 

The advent of medical technology and bioinformatics 
has been facilitating active research and development 
that builds its ability to target molecular genomics of 
individual subjects. Applications to individualization 
of medical treatment (also known as precision medi-
cine) have been enthusiastically on the lookout. Since 
late 1990, pharmacogenetics has gradually resurfaced 
from research efforts in the mid-20th century. In phar-
maceutical developments, an exciting example is the 
realization of pharmacogenomics. In fact, research 
communities distinguish between pharmacogenetics 
and pharmacogenomics. At one point, the distinction 
was made such that studying subjects at DNA level-
belongs to pharmacogenetics, and pharmacogenomics 
is a clinical science studying subjects at RNA level or 
molecular level. In what follows, pharmacogenomics 
will be used.

To detect the presence of a (genomic) biomarker, a 
diagnostic assay is required. Pharmacogenomics in drug 
development, therefore, relies upon the development 
of an in vitro diagnostics (IVD) to identify individuals 
with the (genomic) biomarker of potential therapeutic 
advantage and development of a targeted experimental 
therapeutics. The molecularly targeted drug devel-
opment framework has embraced a co-development 
approach with drug administration accompanying with 
a specific IVD and a separate development approach 
without the need of simultaneous approval of thera-
peutics and clearance of an IVD. Irrespective of the 
approaches, biomarker has been the mainstay and plays 
a key role in bridging between the IVD and therapeutics 
in their developments.

A molecular genomic biomarker, assessed by an IVD 
and depending on its context of use, can have a variety 
of clinical utilities. These utilities include pre-therapeu-
tics, e.g., risk susceptibility, prognostic, and diagnostic, 
and post-therapeutics (monitoring, response, reason-
ably likely surrogate biomarker endpoint); see https://
www.ncbi.nlm.nih.gov/books/NBK326791/. Several 
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for identification of patients who have neuroendocrine 
tumor (NET) bearing somatostatin receptors (SSTR+). 
Eventually, lutetium Lu-177 dotatate was approved as 
a radiopharmaceutical treatment of SSTR+ gastroen-
teropancreatic (GEP) NETs in adults. The lutetium (Lu-
177)-dotatate example has shown that one approved 
radiopharmaceutical drug (Indium In-111 Pentetreotide 
kit) allowed for targeting of tumors in GEP-NET posi-
tive patients and its labeling isotope Lu-177 can deliver 
therapeutic radiation.

The concepts demonstrated in lutetium Lu-177 dot-
atate and In-111 pentetreotide kit have laid the ground 
work for development of radiopharmaceutical com-
bination, known as theranostics, with one product as 
an imaging drug and the other product as a therapeu-

*Disclaimer: This article reflects the views of the author and 
should not be construed to represent the views or policies of the 
U.S. Food and Drug Administration.

tic agent. A radiopharmaceutical imaging drug can 
have other clinical utilities, e.g., monitoring treatment 
response. When a radiopharmaceutical imaging drug 
is in its experimental stage, should development of a 
radiopharmaceutical therapeutic drug wait until the 
approval of a radiopharmaceutical imaging drug? Can 
they be pursued in parallel with leveraging in thera-
peutic trials? More experience is yet to be gained for 
radiopharmaceutical imaging drug that is in its experi-
mental stage. Depending on the clinical utility of a 
radiopharmaceutical imaging drug in view of imaging 
precision medicine, it is foreseeable that more novel 
study designs, statistical methods and statistical analy-
sis approaches are desirable. Statistical researchers are 
encouraged to make a timely impact. n
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LOOKING BACK, MOVING FORWARD
José Pinheiro, Janssen Pharmaceuticals

Although the path leading me to biostatistics in drug 
development was not always linear, or even logical, in 
hindsight, it made sense given my interests and opportu-
nities. I was very fortunate to have strong mentors who 
guided professionally at critical junctions in my life. I 
was introduced to clinical biostatistics by Prof. Dave 
DeMets who taught me, among other things, the impor-
tance of what we do as statisticians to protect patients 
and promote good science. During one of the many late 
afternoons we spent at O’Hare Airport waiting for our 
flight back to Madison following a day of meetings with 
a Data Monitoring Committee, he said that once you are 
bit by the “biostat bug” it is hard to recover. This turned 
out to be prophetic in my future career. 

Working as a biostatistician in drug development 
has been a wonderful journey because of the incredible 
scientists and professionals with whom I have had the 
privilege to collaborate. I have been part of teams that 
helped bring transformational treatment to patients, as 
well as others that endured the bitter disappointment 
of undelivered promises. Staying true to the data and 
to science, more broadly, is what makes us statisticians 
critical members of any project team. As we navigate 
into a new era of massive amounts of information being 
continuously collected from previously unimaginable 
sources, with the challenge of drawing useful knowl-
edge from it, I see it clearly as the dawn of a golden 
age of statistics. The future is bright for our profession 
and I am sure that the new generation of incredibly tal-
ented statisticians making their way through industry, 
academia and government will carry on the torch of 
“guardians of science” with pride and purpose. n

When I was asked to write a vignette about my experi-
ences as a biostatistician working for many years in 
the pharmaceutical industry, I was struck with a mix 
of nostalgia and amusement: it has been a long, highly 
rewarding path, resembling a random walk with a hint 
of a purpose. I came to statistics, and later biostatistics, 
via engineering, which eventually I found out to be the 
path of many statisticians I came across in my profes-
sional life. Engineering provided me with a solid foun-
dation of mathematics that proved to be critical in my 
later career, but, perhaps more importantly, a passion 
for solving problems applying quantitative methods 
that eventually guided me to statistics. This passion still 
drives me to this very day. 

The breadth of application of statistics has always 
been highly attractive to me, but also a source of anxi-
ety. By pursuing a career in a discipline that can, and 
should, be used in areas as varied as drug development, 
telecommunications, and marketing, how does one 
develop a professional identity the way, say, a medi-
cal doctor or a chemist do? For me, the epiphany came 
during my graduate school days at the University of 
Wisconsin – Madison, when I was exposed to this defi-
nition, by the late Prof. George E.P. Box, of statisticians 
as the “guardians of science.” One would think that 
science has such a remarkable track record of success 
in recent human history, that it does not need any nerdy 
guardians to protect it. However, those of us who have 
been in the statistical profession long enough have inev-
itably come across instances when we needed to speak 
up to calibrate overoptimistic interpretations of results. 
I believe this healthy skepticism about ad-hoc findings 
gives us a professional identity, but also makes us, on 
occasion, not the most popular of project team members 
in the room. We should embrace it proudly. 
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Safety assessment, monitoring and safety surveillance, 
also referred to as Pharmacovigilance, is a key compo-
nent of pharmaceutical product development life cycle. 
Pharmacovigilance is defined as “the science and activi-
ties relating to the detection, assessment, understanding 
and prevention of adverse effects or any drug-related 
problem” [WHO, 2002]. In the past, most pharmaco-
vigilance departments at biopharmaceutical companies 
focused on the handling of individual adverse event 
reports (called individual case safety reports [ICSRs]). 
In recent years, there has been a shift in focus from 
individual cases towards aggregate analysis to iden-
tify potential adverse drug reactions. While individual 
adverse event case handling remains relevant for under-
standing specifics of each case, the expectations for 
marketing authorization holders and clinical trial spon-
sors have increased in the areas of aggregate safety 
evaluation in drug development, life cycle management 
and post-marketing surveillance. 

Statistical methodology for safety assessment for 
monitoring and reporting will need to be further devel-
oped to match that for efficacy [O’Neill, 2002, Wang 
et. al., 2017]. In addition to evolving improved meth-
odologies to support safety evaluation, our new com-
plex world will require a multidisciplinary approach to 
address this effectively. No longer will the ‘safety doc’ 
be alone in determining and explaining safety issues 
with the simple analysis used in years past. That said, 
statisticians also need to enhance their knowledge of 
the clinical aspects and safety background so that they 
can interpret the safety concerns in drug development. 
What’s needed is a true medical-statistical joint venture 
in order to develop the models in the 21st century for 
safety evaluation.

The industry has been slowly preparing itself for 
such a collaborative approach in the last few years. In 
2014, the American Statistical Association (ASA) Bio-
pharmaceutical Section started a safety working group 
including members from both regulatory agency and 
industry. The working group initially focused on design 
and analysis of cardiovascular (CV) safety outcome tri-
als for Type II diabetes drugs, and later expanded into 
a systematic review of multi-source safety data and 
corresponding analysis strategies. A few recent publica-
tions [Izem et. al., 2018; Ma et. al., 2018; Marchenko et. 
al., 2017; Marchenko et. al., 2017; Zink et. al., 2017], 
including a mini-series in the Therapeutic Innovation & 
Regulatory Science (TIRS) journal in 2018 summarize 
the work of those initiatives [Seltzer et. al., 2019].

In parallel, another dedicated working group was 
formed in 2015 to further empower the biostatistics 
community in the field of quantitative safety monitor-
ing. One initiative of this safety monitoring working 
group was to focus on a systematic review of statisti-
cal methodologies on safety monitoring [Wang et. al., 
2017], which include Bayesian and frequentist meth-
ods; blinded versus unblinded safety monitoring; indi-
vidual case analysis versus aggregate meta-analyses; 
pre-marketing versus post-marketing evaluation; static 
versus dynamic safety reviews; as well as methods of 
safety data visualization. Another initiative was to per-
form a thought-leader interview and industry survey on 
the current practices and future direction of statistical 
safety statistics practice, tools, and methods. In addi-
tion, a systematic review of safety regulation both at 
global and regional levels (e.g., US, EU, Japan, China) 
was also conducted and published [Ball et. al., 2019].  

INTERDISCIPLINARY DRUG SAFETY 
EVALUATION AND QUANTITATIVE 
SAFETY MONITORING
AN UPDATE FROM THE ASA BIOP SECTION 
SAFETY WORKING GROUP
Judy Li1, Amit Bhattacharyya2 and William (Bill) Wang1

1Co-chairs, ASA Biopharmaceutical Section Safety Working Group (ASA-BIOP SWG)
2 Lead, Outreach & Communication Team, ASA-BIOP SWG
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To cultivate interdisciplinary collaboration, the 
aforementioned two efforts have been integrated and 
expanded into one joint interdisciplinary working group 
between the ASA biopharmaceutical section and the 
DIA scientific communities in 2019. The collaboration 
between the ASA and DIA offers a great opportunity for 
cross-functional global innovations. In service of this 
cause, the team has assembled industry, regulatory and 
academic experts in the area of drug safety and statistics 
to develop a series of contributions. These include, but 
are not limited to

1. Develop interdisciplinary frameworks for aggre-
gate safety assessment planning, and visual tools 
to enable/enhance cross-disciplinary collabora-
tion (Workstream 1, aka, WS1)

2. Deep dive into various safety assessment and 
monitoring methodologies, including safety 
enabled benefit risk evaluation and machine 
learning methods (WS2) 

3. Investigate design/analysis approaches for the 
integration and bridging randomized controlled 
trials and real-world evidence for safety decision 
making (WS3)   

The working group has been very active and pro-
ductive in the last few years in pursuit of strategic and 
methodological advances in bringing clinical safety 
assessment, monitoring and reporting as important 
aspects of patient safety in the clinical trials. Using 
2018 as an example, the working group has:

➤expanded WS1 into a fully operational and highly 
productive ASA-DIA working group in Safety 
evaluation; 

➤started an interactive safety graphics (ISG) inter-
disciplinary task force to develop fit-for-purpose 
visualization tool;

➤established the safety-enabling-benefit-risk task 
force and contributed to the DIA get-the-question-
right series; 

➤established a new WS3 in “Integrating RCT/RWE 
for safety decision making”; 

➤grew into a sizable multi-disciplinary working group 
with ~ 40 statisticians and ~10 physicians across 
industry, regulatory and academia researchers;

➤presented at 6+ scientific conferences; delivered 12+ 
presentations and 3 short courses; 3+ manuscripts 
were published; 

➤established leadership council (LC) to enhance our 
procedure/guideline on how to enroll membership, 
how to work together, and how to publish together.

The working group had a great start in 2019, with the 
following new activities: 

➤A “Benefit Risk Assessment Planning (BRAP)” task 
force was formed, building on our “Aggregate Safety 
Assessment Planning (ASAP)” task that started in the 
earlier year;

➤An interactive visualization tool was developed to 
evaluate drug-induced serious hepatotoxicity (eDISH) 
by our ISG task force;

➤A new safety paper series with the DIA TIRS journal 
[Seltzer et. al., 2019] has started. In the near term, the 
paper series will include 

❍ A summary of our industry survey on safety 
monitoring [Colopy et. al., 2018];

❍  A review of global safety regulatory landscape 
on aggregate safety assessment [Ball et. al., 
2019]; and 

❍ A framework for aggregate safety assessment 
planning, currently manuscripts under develop-
ment.   

➤A book project “Quantitative Methodologies and 
Interdisciplinary Practice for Safety Monitoring 
and Benefit Risk Evaluation” (running title) has 
been initiated;

➤At least 6 scientific sessions and 3 short courses 
will be offered at various scientific conferences by 
our working group. These include 

❍  Two (2) short courses, a presentation and a 
“Content Hub” at the 2019 DIA annual meet-
ing in San Diego, focusing on topics of Safety 
evaluation and Interactive Graphics; 

❍  Two (2) topic-contributed sessions at the upcom-
ing 2019 Joint Statistical Meeting (JSM) in Den-
ver (JSM attendees: Please attend session #557 
on Data Monitoring Committee, Session #166 
on Interactive Safety Graphics);
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❍ An invited session on “Visualization of Clinical 
Trial Data” at the 2019 Midwest Biopharmaceu-
tical Statistics Workshop; and

❍ One (1) short course & 2 invited sessions at the 
2019 ASA BIOP industry regulatory workshop.

Through these various multidisciplinary efforts, the 
ASA BIOP-SWG is changing how drug safety and 
benefit-risk are incorporated into clinical development 
programs, which includes assessment, monitoring and 
reporting as part of the regulatory submission and 
review, and also planned in post-marketing surveil-
lance. This altogether will bring into fruition a coherent 
drug safety lifecycle, based on sound clinical judgment 
and statistical rigor.

The ASA Biopharmaceutical section Safety Working 
Group website will have updated information about the 
working group activities.
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ASA BIOP REAL-WORLD EVIDENCE 
SCIENTIFIC WORKING GROUP UPDATE
Martin Ho, FDA and Weili He, Abbvie

FDA released its Framework for Real-World Evidence 
(RWE) Program in December 2018. It defines RWE as 
Clinical evidence regarding the usage and potential ben-
efits or risks of a medical product derived from analysis 
of real-world data (RWD). RWD relates to patient health 
status and/or the delivery of health care routinely collected 
from a variety of sources, and RWE refers to evidence 
derived from RWD through the application of research 
methods. Due to new technologies and routine collection 
of electronic data in health claims data, medical records, 
and other clinical and administrative data, the real-world 
data have become more readily available.

The real-world data are highly pragmatic in nature and 
thus, the RWE is expected to be more generalizable than 
the evidence found in traditional randomized clinical trials. 
The U.S. Food and Drug Administration (FDA) PDUFA 
VI called for enhancing the use of RWE in regulatory deci-
sion making and committed public workshops and draft 
guidance between 2018 and 2021.  The FDA has released 
multiple guidance and draft guidance documents related 
to RWE (FDA CBER/CDER 2013, 2018b; FDA CBER/
CDER/CDRH 2013, 2017, 2018a; FDA CBER/CDRH 
2017b; FDA CDER 2017a; FDA CDER/CBER 2018c). 
EMA also has published multiple guidance documents on 
the usage of RWE (e.g. the 2017 EMA Patient Registry 
Initiative to support research in understanding natural his-
tory of disease and characterizing the effectiveness and 
safety of products). Therefore, these new data-generating 
sources can help fill the gaps of the current expensive and 
suboptimal clinical trial enterprise.  

Yet, there are many challenges of using RWD and RWE 
such as data standard, quality, relevant study design, and 
evidence synthesis methodologies that minimize potential 
biases and confounding inherent with RWD. Consensus 
has yet to be reached within the statistical community on 
how to measure the potential bias and level of uncertainty 
of the new class of synthesized evidence. As quantitative 
scientists, statisticians are well-equipped to take the lead in 
addressing these challenges translating these RW data into 
evidence to inform regulatory decisions.     

With the anticipated greater uptake and utilization 
of RWD/RWE in medical research, we developed and 
submitted a proposal of a Scientific Working Group on 
RWE to the ASA BIOP Executive Committee in October 
2017. We envision a group of statisticians from industry, 
academic, and regulator working together closely in a pre-
competitive manner for transparency and advancement of 
statistical science. The group has a focus on the statisti-
cal aspects of RWD and RWE research and utilization, 
complementing ongoing research efforts in the broader 
RWE scientific community. The two primary goals of the 
group are (a) to advance understanding of the current land-
scape of RWE research and engage regulators in providing 
guidance and/or guiding principles on RWE research, and 
(b) to facilitate utilization and implementation of RWD 
and RWE using innovative and fit-for-purpose statisti-
cal methods in clinical research and medical product life 
cycle. Thanks to the Committee’s helpful and enthusiastic 
support resulting in approval of the group’s charter, the 
ASA RWE Scientific Working Group (RWE SWG) has 
formally been established in March 2018. 

After the first in-person kickoff meeting at JSM 2018, 
the WG established consensus on the WG’s scope of work, 
potential topics of interest, and potential deliverables. 
The WG has decided to adapt the “divide-and-conquer” 
approach and grouped the tentative topics of interests 
into two groups. This approach not only allows both 
groups proceed in parallel and save time, but it also 
encourages engagement of WG members in activities 
conducted in parallel to best leverage their diverse 
expertise and interests. Weili and Martin consulted 
members and decided the two workstreams would be 
divided by the regulatory use of RWD/RWE: Work-
stream #1 focuses on using RWD/RWE to support 
label expansions for medical products that are already 
on the market while workstream #2 focuses on using 
RWD/RWE to inform clinical study design. After 
considering individual members’ expertise and prefer-
ences, the WG have decided on the membership and 
co-leads of both workstreams. Members can choose to 
participate in more than one workstreams. Table 1 lists 
our current members.
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Table 1. List of RWE SWG Members by Affiliations

Industry Affiliation Academic/FDA† Affiliation
Weili He §,1

Jie Chen
Yixin Fang 
Douglas Faries
Qi Jiang
Kwan Lee 2

Xiwu Lin
Yang Sung
Hongwei Wang
Roseann White
Richard Zink

AbbVie
Merck
AbbVie 
Eli Lilly and Company
Seattle Genetics
Janssen 
Janssen 
Vertex Pharma. Inc.
AbbVie
The Third Opinion
Target Pharma. Solution

Martin Ho §,2

Telba Irony
Mark van der Laan
Hana Lee
Mark Levenson 1

Zhaoling Meng
Pallavi Mishra-Kalyani
Frank Rockhold
Tingting Zhou
Ben Goldstein

CBER
CBER
UC Berkeley
CDER
CDER
BMGMR‡

CDER
Duke
CBER
Duke

Workstream #1: Use RWD/RWE for label expansion Workstream #2: Use RWD/RWE 
to inform study design & analysis

• Regulatory, scientific, and ethical issues
• Data sources, study types, and outcome measures
• Estimands (treatment effect) in RW setting
• Control of confounding

• Study of retrospective data only
• Prospective study with external control or 

borrowing (Bayesian and frequentist ap-
proaches)

• Causal inference framework in regulatory 
setting

§ Co-chairs of the SWG
1 Co-leads of Workstream #1 
2 Co-leads of Workstream #2
† Liz Stuart (Johns Hopkins University) partici-
pates as non-member
‡ Bill & Melinda Gates Medical Research Institute

Both workstreams follow a similar process to achieve their goals. First, each workstream identified 3-5 main 
topics. Next, workstream members were divided into small teams organically to work on identified key topics (see 
Table 2).

Each team conducted a focused literature review to 
address the following four questions for a given topic: 
its regulatory context, a precise problem statement, a 
summary of current approaches, and gap analysis. Each 
team took turns to report their findings during monthly 
tele-conference calls. After receiving feedback from 
other group members, the teams would incorporate 
them into a write-up. Finally, the workstream co-leads 
will combine these sections and harmonize them into 
manuscripts, with a goal to publish them in a peer-

reviewed journal. 
After only eight months, the group has gone over 

these topics and met the milestones ahead of time. We 
are pleased to report that we presented a summary of 
preliminary findings of both workstreams in this year’s 
Society of Clinical Trials Annual Meeting and in an 
invited session on RWE at JSM. Both were well received 
with strong interest from the attendees. In addition, the 
WG will also present their work to date in an RWE ses-
sion at the upcoming ASA BIOP RISW in September 
2019.  The group is currently drafting manuscripts. 

Table 2. List of identified key topics by ASA RWE SWG Workstream
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We want to share a few interesting preliminary obser-
vations with you. Firstly, we appreciate the importance 
of understanding data heterogeneity and fit-for-purpose 
approach in evaluating data quality. “Missing data” can 
be a misleading notion when describing gaps in avail-
ability of RWD: Some absent data entries are not “miss-
ing” because they are not supposed to be collected for 
its own primary purpose of use. For example, no claims 
data would be collected for those who drop out of a 
given insurance plan and it is by no means “missing.” 
Secondly, gaps between historical RCT data and RWD 
may never close completely because their generation 
and report purposes differ. Rather, targeting selected 
data fields may be a more pragmatic approach. Thirdly, 
like in all rigorous and valid clinical studies, formulat-
ing estimands appropriately is crucial but it carries its 
unique set of challenges in the RW setting. 

Finally, treatment modeling approach coupled with 
outcome masking (Li et al. 2016; Lim et al. 2018; Xu 
et al. 2019; Yue et al. 2014) is thus far the only causal 
inference study design used in regulatory submissions. 
However, potentially limited overlapping between com-
parative treatment groups remains a challenge, e.g., a 
large and diverse pool of patients as external controls 
may not be available for rare disease. Moreover, it has 
been a general challenge to predict the extent of over-
lapping between patients in the control pool and yet-to-
be-enrolled patients in the prospective single-arm study. 
Since level of such overlap determines the power of a 
single-arm with external control study, the sample size 
estimation conducted at the design stage greatly relies 
on simulations for various scenarios and can be highly 
variable. (Li et al. 2016)Therefore, we are exploring the 
possibility of using doubly robust approaches that have 
been used extensively in areas outside regulatory sub-
missions in last decade (Bang and Robins 2005; Funk 
et al. 2011; Kennedy et al. 2017; Laan et al. 2003; Pir-
racchio et al. 2015; Rubin and Stuart 2005). Since these 
approaches would involve both modeling treatments 
and outcomes, additional rigorous steps to mitigate 
potential Type I error rate would be paramount. 

To conclude, we would like to invite all of you to 
attend our presentation at this year’s ASA BIOP Reg-
ulatory-Industry Statistics Workshop. We look forward 
to sharing what the WG has done so far and to hearing 
your thoughts. See you there!  

We want to thank the editor of the Report, Dr. Ilya 
Lipkovich from Eli Lilly and Company for his excellent 
comments and suggestions. 
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6TH NONCLINICAL BIOSTATISTICS 
CONFERENCE: OVERVIEW
Steven Novick and John Kolassa, conference co-chairs

One hundred and thirty attendees converged on the Rut-
gers University campus Student Center in New Bruns-
wick, New Jersey, to participate in the 2019 Nonclinical 
Biostatistics Conference from June 17 - 19.  Held for the 
sixth time, the biennial conference provided a venue for 
the presentation and discussion of scientific and statisti-
cal issues relevant to the field of nonclinical biostatis-
tics. Jointly organized by the Biopharmaceutical Section 
of the ASA in collaboration with the Department of 
Statistics at Rutgers University, the program featured 29 
invited and contributed talks, 26 poster presenters, spe-
cial sessions for graduate students, and was highlighted 
by keynote addresses, delivered by Dr. Karen Kafadar 
(ASA President-elect) and Dr. José Pinheiro (Global 
head of statistical modeling & methodology, Janssen)

To kick off the conference, two short courses were 
offered:

An R shiny tutorial with nonclinical 
applications Instructors:  Max Kuhn and Phil 
Bowsher, RStudio

Getting it right: Compositional 
analysis of biological measurements 
Instructors:  Anthony Lonardo (Lonardo 
StatReg Associates) and Juan José Egozcue and 
Maribel Ortego (Dept. Civil and Environmental 
Engineering, Universitat Politecnica de 
Catalunya in Barcelona, Spain)

The Best Nonclinical Biostatistics 
Paper Award was presented to the 
authors of:
Zeng, L., Novick, S., Yu, B., and Yang, H. (2019). “Gen-
eral Framework for Equivalence Testing over a Range of 
Linear Outcomes with CMC Applications”, Statistics in 
Biopharmaceutical Research, 11(2), 182-190.

Two graduate students walked away with best poster 
award with first prize ($250) going to Perceval Sondag 
and second prize ($150) going to Yi Hua. 

All of the 2019 NCB conference oral presentations 
and posters are available electronically.   Please visit 
our website at http://community.amstat.org/biop/events/
ncb/index.

We thank all who contributed to the success of the 
conference, including our sponsors, organizers, present-
ers, attendees, and helpers.  We hope to see you next 
time in 2021!

Questions, suggestions and comments may be 
directed to Xin.Huang@abbvie.com or to NovickS@
medimmune.com

LinkedIn with NCB at www.linkedin.com/
groups/8547808.  n 
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THE 2019 ASA BIOPHARMACEUTICAL 
SECTION REGULATORY-INDUSTRY 
WORKSHOP 
Judy Li , Celgene and Renée Rees, FDA/CBER

On behalf of the Steering Committee, we are pleased to 
welcome the attendants of the 2019 ASA Biopharmaceuti-
cal Section Regulatory-Industry Statistics Workshop on 
September 23-25 at the Marriott Wardman Park Hotel in 
Washington DC. The theme for this year’s Workshop is 
“From Small Data to Big Data, from RCT to RWE, the 
Impact of Statistics”.  This year’s program includes

• 2 plenary sessions 
• 42 parallel sessions
• 10 short courses 
• 42 roundtable discussions  
• 40 posters 

In addition, a mixer on September 24 (Tuesday) evening 
will provide more opportunities for networking and social-
izing. Detailed information on the workshop can be found 
via the link at https://ww2.amstat.org/meetings/biop/2019/
program.cfm. 

Compared to previous workshops, this year we are 
offering an increased number of short courses, posters and 
student travel awards. We would also like to highlight some 
exciting new features this year.  For the first time, we are 
soliciting sponsor support to help keep registration fees 
affordable and provide a better workshop experience for 
attendees. With that, we are adding a small souvenir for all 
attendees, which will come in the workshop tote. To attract 
a larger student attendance, we have also granted a few stu-
dent registration waivers. In addition to the new features, 
this year’s workshop will continue to offer popular aspects: 
meeting app, poster awards, mixer and enhanced audio and 
visual support.  The plenary sessions will be closely related 
to the theme of the workshop and eminent members from 
FDA, industry and academia will participate in both ple-
nary sessions. The first plenary session features two key-
note speakers. Dr. Jacqueline Corrigan-Curay from FDA 
CDER’s Office of Medical Policy will discuss the regula-
tory aspects of the potential use of real world evidence 
(RWE) in regulatory decisions by reviewing the ongoing 
FDA RWE program. The title of her talk is “FDA RWE 

Program -Informing Regulatory Policy”. The secondary 
plenary keynote speaker, Dr. Pandu Kulkarni from Eli 
Lilly and Company will showcase recent development and 
application of advanced analytics methodologies for inno-
vative designs and analyses within the health care industry, 
such as artificial intelligence (AI) and machine learning 
(ML). The title of his talk is “Leading the Future of Health 
Care Industry with Advanced Analytics, Artificial Intel-
ligence, and Machine Learning”.  The secondary plenary 
session start with one keynote speaker, Professor Mark van 
der Laan from UC Berkeley. Dr. van der Laan will discuss 
a general roadmap for generating causal inference based on 
observational studies used to generate RWE. The title of his 
talk is “Targeted Machine Learning for Causal Inference 
based on Real World Data”. A panel discussion will fol-
low, which will include top experts Dr. Aloka Chakravarty, 
FDA-CDER, Dr. John Scott, FDA-CBER, Dr. Ram Tiwari, 
FDA-CDRH, Dr. Michael Branson, Celgene Co., William 
Wang, Merck & Co. along with Dr. van der Laan.

The workshop also features ten short courses, including 
state of art and contemporary topics in modern statistical 
methodologies and clinical development. All short courses 
will take place on Monday, September 23. The ten short 
courses present the following topics:

• Simulation Practices for Adaptive Clinical Trial 
Design in Drug and Device Development

• Biomarker-Assisted Clinical Designs: Concepts, 
Rationale, and Case Studies

• Designing and Integrating RCT/RWE in Safety 
Decision-Making

• Methods for Causal Inference from Randomized 
Trials with Loss to Follow-Up or Non-Adherence

• Statistical Analysis of Composite Endpoints in 
Clinical Trials
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• Smart Simulation with SAS and R

• New Adaptive Design Guidance

• Flexible Sample Size Designs with Applications to 
Improve the Efficiency and Probability of Success 
of Industry-Sponsored Clinical Trials

• Real-World Data and Evidence: An Interdisciplin-
ary Approach and Applications to Precision Medi-
cine and Health Care

• Use of Historical Data in Clinical Trial: An Evi-
dence Synthesis Approach

The 42 parallel sessions and 42 round-table luncheon 
sessions cover a wide range of current and hot topics 
regarding the use of the cutting-edge statistical science 
in health care; some of these sessions will surely match 
your interests! 

We would like to express our sincerest gratitude to the 
many people involved in the workshop planning and exe-
cution. This includes but is not limited to the ASA Bio-
pharmaceutical Section Executive Committee for their 
guidance and support; ASA meeting planning support, 
especially Ms. Kristin Mohebbi; and all the Workshop 
Steering Committee members and advisors. We would 
also like to thank all the participants. Without their con-
tribution, the workshop would not be successful. n


